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Rise of Containers and Cloud Native Computing!

* Google running 2B+ containers per week!
- Internet scale companies are running containers too: Facebook, Twitter, Neftflix, etc

* 75%+ companies are experimenting with containers!

— https://www.blackducksoftware.com/2016-future-of-open-source

 PokemonGo on containers (via Kubernetes and GCE)!

— https://cloudplatform.qgoogleblog.com/2016/09/bringing-Pokemon-GO-to-life-on-Google-Cloud.hitml
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Containers Adoption is Still Growing (But Fragmented)!

» Rapid growth in container adoption has led to the need to standardize,
integrate and collaborate on container technology...

* Fragmentation: Docker, rkt, Kurma, LXC/LXD, Hyperd, OpenVZ, ...
* Desire to not be bound to orchestration system, OS, arch, vendor, cloud efc...

Container Adoption & Usage

31%
Evaluating Deploying
Containers

34%
Not Currently
Using Containers

13% 22%
Don’t Know Currently Using
Containers

https://www.cloudfoundry.org/wp-content/uploads/2016/06/Cloud-Foundry-2016-Container-Report.pdf
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Lessons via Internet Scale Companies (i.e., Google)

» Sysadmins (Traditional Approach):

— respond to events/issues as they occur (manual work)
— grow team to absorb work as service grows

— ops is fundamentally at odds with dev (resistance to changes)

- Site Reliability Engineers [SRE] (Cloud Native Approach) Ol :

— software engineers do operations! automation vs manual labor Rehablhty
— SREs get bored doing manual tasks, automate them! Engll’leeﬂng
— culture of blameless postmortems EEE—

* Google: 1 SRE per 10000+ machines ey Bty Beyer s o,

Jennifer Petoff & Niall Murphy

* How did they get there?

https://landing.google.com/sre/book.html
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Non-Virtualized Servers: Sun (2000)

* Launching a new application? Buy

&%%é a new server; or a rack of them!
&%& un)  Building block of your application is physical

microsystems Servers

LSun

microsystems
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Virtualization: VMWare (2001)

vimware

Virtualiza-
tion

*Releases for server market in 2001
*Popularizes virtual machines (VMs)

*Run many VMs on one physical machine, meaning
you can buy less servers!

*Architectural building block becomes a VM

2 S1n vmware

microsystems
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laaS: AWS (20006)

*Amazon Web Services (AWS) creates the
Infrastructure-as-a-Service market by

m az n launching Elastic Compute Cloud (EC2) in 2006
0 *Rent servers by the hour
We b Se rVI CeSTM *Convert CapEx to OpEx

*Architectural building block is also a VM, called
an Amazon Machine Image (AMI)

Virtualiza-
tion

Sz,m vmware' «'amazon

osystems webservices™
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PaaS: Heroku (2009)

*Heroku popularizes Platform-as-a-Service (Paas)

7 with their launch in 2009
b |HEROKU

*Building block is a buildpack, which enables containerized
12-factor applications

- The process for building the container is opaque, but:

- Deploying new version of an appisijust:git push heroku

Virtualiza-
tion

%% Sun vmware' «amazon (] neroku

7 wepservices™

microsystems
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Open Source laaS: OpenStack (2010)

openstack

CLOUD SOFTWARE

Virtualiza-
tion

p * LT
@ Sy vmware «’amazon

microsystems

*OpenStack brings together an extraordinarily
diverse group of vendors to create an open source
Infrastructure-as-a-Service (laaS)

*Competes with AWS and VMWare

*Building block remains a VM

Open
Source
laaS

HeEroku Openstack

CLOUD 50FTWARE
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Open Source PaaS: Cloud Foundry (2011)

* Pivotal builds an open source alternative to
C |— O U D F @ U N D RY Heroku’s PaaS and launches the Cloud
= Foundry Foundation in late 2014

* Building block is Garden containers, which can
hold Heroku buildpacks, Docker containers and
even non-Linux OSes

Open Open
Virtualiza- Source Source
tion laaS PaaS

%\%Sun vmware -}:‘?a‘?gazon l|HEROKU OpenStaCk CLOUD FQUNDRY

" wepservices™ CLOUD SOFTWARE

microsystems
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Containers: Docker (2013)

* Docker combines LXC, Union File System and cgroups to
create a containerization standard adopted by millions of
developers around the world

* Fastest uptake of a developer technology ever

doc kQ r * Enables isolation, reuse and immutability

Open Open
Virtualiza- Source Source Containers
tion laaS PaaS

%\%Sun vmware i}g‘fga‘?gazon l|HEROKU OpenStaCk CLOUD FQUNDRY ‘*

microsystems ~ webservices™ CLOUD SOFTWARE dOCka
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CNCF and OCI (2015)

* Cloud native computing uses an open source

C LO U D NATIVE software stack to:

COMPUTING FOUNDATION

— deploy applications as microservices,
— packaging each part into its own container

CONTAINER — and dynamically orchestrating those containers to
0 P E INITIATIVE optimize resource utilization

* Standardization: https://www.opencontainers.org/

Open Open
Virtualiza- Source Source Containers
tion laaS PaaS

%\%Sun vmwarer -‘;:‘Eta‘?gazon l[HEROKU Openstack CLOUDFQUNDRY * [7] CLOUD NATIVE

microsystems ~ webservices™ CLOUD SOFTWARE dOCka
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https://www.opencontainers.org/

So... What Have We Learned?

* Core Building Block:
- Servers = Virtual Machines = Buildpacks = Containers

* |solation Units

- From heavier to lighter weight, in spin-up fime and size
* Immutability

- From pets to cattle

* Provider
- From closed source, single vendor to open source, cross-vendor
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Open Container Initiative (OCI)

* Founded in June 2015: https://www.opencontainers.org/

* Mission: Develop and promote a set of common, minimal, open standards and
specifications around container technology (backed by a certification program)

Open Container
Project is formed

Technical
governance Tools projects launch

formed
April
2016

Image format
Renamed Open project launches

Container )
Initiative (OCI) Runtime: v1.0 RC2

Image format: v1.0 RC2
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https://www.opencontainers.org/

OCI Projects

* Runtime spec: a spec for managing the container runtime

* Runtime tools: tools for testing container runtimes

e Runc: runs containers (implementation of runtime-spec)

* Image spec: a container image format spec

* Image tools: tools for testing of container images
implementing the OCI image specification
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https://github.com/opencontainers/runtime-spec
https://github.com/opencontainers/runtime-tools
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https://github.comopencontainers/runc
https://github.com/opencontainers/image-spec
https://github.com/opencontainers/image-spec
https://github.com/opencontainers/image-tools

OCI Projects

Open Container Runtime Spec ) ) Open Image Format Spec
OCI open source reference implementation (runc)

Spec and reference
7 implementation
updated in concert 7

Community
innovation driven into
the spec

Industry runtime implementations: . Open

CoreOS (formerly Rocket) ip .
Docker (formerly libcontainer) SpeC|f|cat|on for

— Container Image
T + Started with
Open Container Initiative Docker v2.2
ecosystem Innovation from * Ann_ounced
industry driven April 14, 2016
into the spec
-7 CLOUD NATIVE 17
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OCI Adopters

Apache e
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kubernetes

https://github.com/kubernetes-incubator/cri-o
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docker

https://github.com/docker/containerd

https://github.com/docker/docker/pull/26369

@rkt
° Core O5
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https://github.com/docker/containerd
https://github.com/docker/containerd
https://github.com/coreos/rkt
https://github.com/coreos/rkt
https://github.com/cloudfoundry/garden-runc-release
https://github.com/cloudfoundry/garden-runc-release
https://github.com/kubernetes-incubator/cri-o
https://github.com/kubernetes-incubator/cri-o
https://issues.apache.org/jira/browse/MESOS-5011
https://issues.apache.org/jira/browse/MESOS-5011
https://github.com/docker/docker/pull/26369
https://github.com/docker/docker/pull/26369

OCI Contributors

@ Red Hat
@ Docker, Inc.

. S e Authors ® Huawei
T “ ‘ ‘ ‘ ® Core0S, Inc
scioeen e e I v"':';!'!!!['.'!llll"'""'!!!!']I!!.l,l!'!hnIl"'!':'!!%!ljl'!!||||||’|||!|r.‘!“!'Jll'mm - |||1|D.!I!|g[|||3|p|||lll|||||llj!|!|h||[|!||||I|‘||||!|![|l||llj|[|!|‘|||I|h||!|ﬂ!||!|6|‘[|!||”| @ Unknown

e meww weus @ Fujitsu
..... f— 0 S @ Parallels
R ‘ ‘ i ’ ‘ ‘ @ SUSE
o epos 2D:;||£';;';“|"'""'2';"';"!|;'|3!"m"l'“!'!]!l'!'gl"s'!ll'I‘ : : ﬂ,:;|,|!|;,';';"""""'J;!';'P!|;!|3!|||‘I|||'|Il|(|,]!I?!'!lll!||||| @ IBM
@ Linwx Foundation
Pl Fequests = = Submiters @® Google, Inc.
e Wi I ’ ‘ e ” @ Microsoft
. BFL mr|||.,.|..||||||.||....l...!.'.|||.m||||||||||||\||....||n.|||“ g ,“Inlmlln|||||||||.n!|.|||||||||\\h|\||hl||\hm|||||‘|‘7 ® CloudFiare
i o e s e @ Stripe
. . ® intel
* The top 15 groups contributing to the OCI represent a ® Wizery, Ltd
broad and diverse group of companies ® Canonical, Ltd
@ EMC
* View the OCI dashboard: http://oci.biterg.io/ As of 8 November, 2016 @ InfoSiftr
@ Fivotal
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http://oci.biterg.io/

Cloud Native Computing Foundation (CNCF)

* Founded December 2015: https://www.cncf.io/
* Non-profit, part of the Linux Foundation

* Initial projects are Kubernetes, donated by Google,
and Prometheus, originally from SoundCloud

* Platinum members:

LA RN . O .
Icllls.::lc:; Ocoes & FUjitsu~ Google %1?
i @ed ooyt KA @redra @,

MESOSPHERE UpERN A

* Plus 40 additional members
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https://www.cncf.io/
http://kubernetes.io/
https://prometheus.io/

Cloud Native [End User] Reference Architecture

| Application Definition, Composition,
Configuration, Tooling, Image Management

Orchestration, Observability (logging, tfracing),
Service Discovery, Service Management

Container Runtime (via OCI), Container
Networking (CNI), Storage (Volume Drivers)

S Host M t(D Depl t Tooli
Prowsmnlng oS .o.no.gemen (Devops Deployment Tooling
& Provisioning)
* __—**0ut of scope for CNCF projects as we do not
Infrastructure (Bare Metal/Cloud) define infrastructure vendors or cloud solutions

but part of reference architecture

Orchestration & Management

-1 CLOUD NATIVE
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Cloud Native Landscape (github.com/cncf/landscape)

Application
Definition &
Development

Orchestration &
Management

Runtime

Provisioning

Infrastructure

Languages & Source Code Application Registry
Frameworks Data Management Definition Services Cl/cD 3rd Party APIs
React @ Cockroach  GitHub . ’ D {0 QUAY @ Jenkins @tMl.'o
ﬂ.dc = \< .mongo e N ’ St“ e
f'in.s oo MSEE B redis GitLab o | RSt TravisCl |~ o pt
§g katka spo.ii? o o O ATOMIC = 'sgmen
p.mm. Cspring " (@ eeor mmms 2 Bitbucket habitot i Ry Dcircleci s AuthO

Scheduling & Orchestration

Coordination & Service Discovery

Service Management

Eoe 3
SWARY

€ Nomad

kubernetes éﬁ; MESOS

*
l 1 Apache ZooKeeper

fal etcd G ConsuL

DNS,

Cloud-Native Storage

Container Runtime

NGINX ‘
‘GRPC
ll'ﬁli linkerd ,‘".

Cloud-Native Network

DigitalOcean

Egg‘gw‘&l‘”sa D custero @ %’~ '(Hw canal @V§
o ?Diamanli H,ﬂ(w docker @ rkt ‘,,do.ck;r'ﬂEHA () OPENCONTRAIL
1 MINIO
Q s CONTAINER rroseet ‘-
éﬁ s S0 3 portwon e @ OPEN e Qiitico f flannel B
Infrastructure Automation Host Management / Tocling Secure Images
1 . =
..‘ BOSH &2 m @ ” puppet @ clair
.WFRRAFORM i ansiste CHEF @SALTSTACK &= Twistlock
+"amazon B s ‘ BM Bluemix n openstack  VIMWare’

Coogle ci

g D © New Relic.
z
APPDYNAMICS | §
Kﬁ AWS ECS 5'
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3
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opensirr  CLOUD ¥ weave
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[© Prometheus]
oﬁmt EELIGHTSTER
3 DEIS .
4 =]
i splunk> &
a
% elastic
fluentd
@ pprenda
@ PLATFORMS “l'\ §
aeeTRACIH 2

.MANTL
o

Flynn APCERA ZIPKIN

https://github.com/cncf/landscape
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Cloud Native Landscape: App Definition + Development

Languages & Source Code Application Registry
Frameworks Data Management Definition Services Cl/CD Jrd Party AP|s
Application =

Dgf ::E;I.?:Zn&t @ . i @ 7‘3"“—“‘“"‘ G"‘H“h ool mqumf Q Jenkins @m
nede . . mongo Q g Strl pe
A rais Php. C reds GitLab - c%:. 5& TravisCl - Sagmant

= kal'kasma: ATOMIC N )

pejthon C Sp”ngl @ 0N ME.D @ Bltbucket th[t‘O @ |Frog .ﬁ.lll‘.;llm-,- o CII’"‘|GGI "’ 'ﬁUthﬂ

* Includes Languages, Frameworks, Data, SCM, App
Definition, Registry Services, CI/CD
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Cloud Native Landscape: Orchestration + Management

Scheduling & Orchestration Coardination & Senvice Discovery Service Management
Orchestration &

Management e oo etcd -1 CONSUL NGiINX ‘
c’ Nomiad WAL 'O' C N L ——

kubernetes @ MESOS 5 ‘i Apache ZooKeeper DNS, ilﬁdli linkerd E‘ C@ EEI.‘.-'CII}-'
L T

* Orchestration: Kubernetes, Mesos, Swarm, Nomad
 Service Discovery: etcd, Consult, ZK, CoreDNS
» Service Management: linkerd, gRPC, envoy
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Cloud Native Landscape: Runtime

Cloud-Mative Storage Container Runtime Cloud-Mative Metwork
Runtime - p : :

Vi |§3 @ custerc ~. 1l cand ©vS

<J Diamanti A5 roena s
: TEX. Py (Ch) OPENCONTRAIL |

-‘ﬁ @ HIMIO 5 #d‘:ﬂ:k‘?rf ﬂ I = &

; it OPEN rinive auae 9 Tlannel W i

At ceph ? it - @ aEﬂLIEP 2 !!GHIAII A

» Storage: Minio, ClusterHQ, ceph, GlusterFS
* Container Runtime: OCI, Docker, Rkt
* Networking: Canal, CNI, weavenet, libnetwork
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Cloud Native Landscape: Provisioning

Infrastructure Automation Host Management / Toaling Secura Images

.H' BosH &5 m o @ " puppet @) clair '
TERRAFORM ChoadFormation ansiere CHEF @SALTSTAEK "'cl’“[n'Ck @

Provisioning

* Infra Automation: Terraform, CloudFormation
* Host Management: Ansible, Chef, Puppet, Salt
» Secure Image: Clair, Twistlock
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Cloud Native Landscape: Infrastructure

Infrastructure

;|-_',|-:-F b A= i
W webservices™ 2 ) .. Azure luemix it p : - mwa re
Conrglhe

* AWS, GCP, Azure, Bluemix, DigitalOcean, Openstack, etc

* Note: OUT OF SCOPE for CNCF projects
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CNCF Potential Projects and Community

* Potential future project areas:
— Logging (Fluentd): http://www.fluentd.org/

— Networking (CNI/Flannel/Calico/Weave): https://github.com/containernetworking/cni
— Messaging (NATS): http://nats.io/
— Configuration (etcd): https://github.com/coreos/etcd

— Storage (Minio): https://github.com/minio/
— RPC (GRPC): http://www.grpc.io/
— Tracing (OpenTracing, OpenZipkin): http://opentracing.io/

— Streaming (Heron): http://heronstreaming.io

— ..and more! https://github.com/cncf/toc#scheduled-community-presentations
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Cloud Native
Value Propositions



|solation

— WHALES o/ che WORLD

-

Container packaged applications achieve dev/prod parity, foster
code and component reuse and simplify operations




No Lock-in

= B Rl

TIER

Open source software stack enables deployment on any
public or private cloud (or in combinations)

I
li

.
4l




Unlimited Scalability

.....

o ! . D - 4 pi 8 ~
S e - 3 a1 Ll [ o 0

Optimized for modern distributed systems environments
capable of scaling to tens of thousands of self healing

: A — | ALhi= e KGF'_ . i ]
A e P

multi-tenant nodes

(e.g., Google starts 2 billion containers per week)
g < < NI~ S R % 'S
. T 1 I 5 b o 4




Improved Efficiency and Resource Utilization

Via a central orchestrating process that dynamically
manages and schedules microservices. This reduces the
costs associated with maintenance and operations.




Resiliency

To failures of individual containers, machines, and even

data centers and to varying levels of demand

: TG ¥ o
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Hosting with the CNCF?




Software Foundations in a Post-GitHub World

* No one is impressed today by a software repo, mailing list,
or website

 Foundations need to offer a different set of services

* CNCF's goadl is to be the best place to host cloud native
software projects
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Why You Should Host Your Project at CNCF

*Neutral home increases conftributions *Maintain your commifters; just agree
*Endorsement by CNCF'’s Technical fo unbiased process
Oversight Committee *Full-tfime staff eager to assist
*Priority access to $15 million, 1000 *\World-class events team, frack at
node Community Cluster CloudNativeCon/KubeCon around
-Engagement with End User Board the world, and custom events for your
project

*Full-time press relation and analyst
relation teams *Worldwide meetup groups and Cloud

Native Roadshows
*$20 K per year to improve your

project documentation Inclusion in the CNCF marketing
demo
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https://github.com/cncf/demo
https://github.com/cncf/demo

NEGC
Why You Should
Join the CNCF and OCI?



Help Set the Direction of Cloud Native and Containers!

* Participate in our hosted projects and attend our
events and roadshows!

CLOUD NATIVE . Design your applications and services to work with
=l COMPUTING FOUNDATION c|oud native platform of orchestrated containers
of microservices

@ 0 P E N CONTAINER « Become a member of the Cloud Native Computing
INITIATIVE Foundation (CNCF): https://cncf.io/join

* Become a member of the Open Container Initiative
(OCI): https://opencontainers.org/join

» Contact: cra@linuxfoundation.org
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mailto:cra@linuxfoundation.org

CLOUD NATIVE
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Thank you! QGA?
@cra
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CNCF Members
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CNCF Governance Structure

CNCF Member Companies (50+)

Governing Board

Technical C_)ver5|ght Craig McCluckie (Google) [chair] End User Technical
Committee Alexis Richardson (Wegyeworks) [TOC chair] Advisory Board
Val Bercovici (NetApp)
Alexis Richardson Jonathan Donaldson (Intel)
(Weaveworks) [TOC chair] Brian Goff (Docker) 7 representatives from
Jonathan Boulle (CoreOS) Scott Hammond (Joyent) the End User
Bryan Cantrill (Joyent) Peixin Hou (Huawei) Community and 1
Camille Fournier (Independent) Kenji Kaneshige (Fujitsu) elected TOC member
Brian Grant (Google) Mathew Lodge (Weaveworks)

Benjamin Hindman (Mesosphere) Jason Mendenhall (Supernap / Switch)

Solomon Hykes (Docker) ol Ll 12h) (Working to Create)
’ Kenneth Owens (Cisco)
Ken Owens (Cisco)

Alex Polvi (CoreOS)
Sinclar Schuller (Apprenda)
Mark Thiele (Apcera)
Aaron Williams (Mesosphere)
Chris Wright (Red Hat)

CLOUD NATIVE

COMPUTING FOUNDATION




Cloud Native Reference Architecture

Application Definition / Development
Orchestration & Management

Infrastructure (Bare Metal/Cloud)




Application Definition/ Deployment Layer

- Application Definition,
Composition, configuration, and
reuse

- Development Frameworks
- Tooling
- CI/CD

- Image Management (Registry,
governance, policy)



Orchestration & Management Layer

- Observability
- View / Filter / Replay
- Monitoring / Trace / Stream / Log
- Business Intelligence

Orchestration & Management - Orchestration and scheduling

« Name resolution and service
discovery (e.g., DNS)

- Service Management
- Routing / Proxy / Load Balancer

- Policy / Placement / Traffic
Management



Runtime Layer

- Resource Management
- Image Management
- Container Management
- Compute Resources

- Cloud Native — Network
- Network Segmentation and Policy

. SDN & APIs (e.g., CNI, libnetwork)

- Cloud Native- Storage
» Volume Drivers/Plugins
Note: Container runtime and
format are adopted from OCI » Local Storage Management

- Remote Storage Access


https://www.opencontainers.org/

Provisioning Layer

Provisioning

- Host Management
- Secure OS Images
- Host level Devops Deployment

Tooling & Provisioning

- Infrastructure Automation

- Compute
- Network

- Storage



Infrastructure (Bare Metal/Cloud) Layer

Infrastructure (Bare Metal/Cloud

- Out of scope for CNCF projects

as we do not define infrastructure
vendors or cloud solutions but
part of reference architecture

- Potentially in the future we will

provide “certification”



