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Limitations of OS p-state selection

Hardware P-states (HWP)
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Active Power Management in Linux – Dim the Lights

● CPU active power management (cpufreq)

– Aka P-states or DVFS

● Device Active Power management

– Some device support such as PCIe ASPM

– Device specific how to activate

● GPU does it's own thing



P-States != Frequency



P-States != Power



How do we pick the right p-state?

● Governors reflect user policy decision

– intel_pstate supports only “powersave” and “performance” policies.  Other drivers support more policies.

– intel_pstate is actually a governor and hw driver all in one, whereas traditionally the governor is separate from 
the hw driver.

● intel_pstate “performance” policy always picks the highest p-state

– Race to Halt – or just don't care about energy

● intel_pstate “powersave” policy attempts to balance performance with 
energy savings

● The driver looks at utilization and capacity to determine whether to increase 
or decrease the p-state.  This is similar to many other governors.
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P1 - Pn is Guaranteed
P0 - P1 is turbo
Pn - LFM for Thermal

Place image here
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How Turbo works (Intel Speed Step®)
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Place image here
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Hardware Coordination of P-states

• Cores which share the same voltage domain 
vote for a p-state
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Hardware Coordination of P-states

• Cores which share the same voltage domain 
vote for a p-state

• The highest p-state for each core wins
• APERF/MPERF must be used to see what p-

state was granted
• acpi_cpufreq lies!!!!
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Limitations of OS P-state selection

• Capacity/Utilization is insufficient for 
determining whether to scale
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Limitations of OS P-state selection

• Capacity/Utilization is insufficient for 
determining whether to scale

• Sample rate may cause incorrect utilization 
calculation

• Scaling benefits unclear
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Highest 
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Frequency

EPP 
Frequency

Guaranteed 
Frequency

P0 – 1 core

LFM

T-States

● Most Efficient Frequency is 
Calculated at Runtime (Pe)

Depends on system & workload

● EPP is Energy Performance 
Preference – will dictate how 
aggressive the algorithm (Pa)

Depends on system, workload, OS 

● Algorithm will operate between 
Pa and Pe

Intel® Speed Shift Technology (HWP)
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Linux Implementation

● intel_pstate driver checks cpuflags for support

● Enabled by default for whitelisted CPUs

● Autonomous mode only

● No EPP exposed today

● Min and Max pstate can be requested via min and max perf_pct sysfs files
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